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Internet2 Infrastructure in PR

I 300 Mbps Ethernet connections to UPR research campuses

I UPR core routers, Arecibo Radio Observatory connected at
Gigabit Ethernet

I 200 Mbps available for Internet2

I Raised to 512 Mbps for this project



Network Diagram

Pablo Rebollo-Sosa, Andrew Elble
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eVLBI experiments

I electronic Very Long Baseline Interferometry

I collaboration between UPR, AMPATH, NAIC, JIVE, Atlantic
Wave, Centennial.

I Layer 2 VLAN
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Tsunami-udp
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Mayagüez network

Pablo Rebollo



Traffic graphs

Ramon Sierra


